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Abstract 

The Extensible Modeling and Simulation Framework (XMSF) is defined as a modeling-&-
simulation-tailored set of self-consistent standards, processes and practices employing a set of web-
based technologies and services to enable a new generation of Internet-distributed applications to 
emerge, develop and interoperate.  One of the earliest XMSF uses web services to web enable the 
Defense Modeling & Simulation Office (DMSO)/SAIC High Level Architecture (HLA) Runtime 
Infrastructure (RTI) enabling communication between federates in an existing federation.  As a 
result, existing federates and federations can be web enabled rapidly, in some cases just by relinking 
the federate with the Web Enabled RTI libraries instead of the standard RTI libraries.  The resulting 
federate connects to a web server over the Internet, communicating with a federation that is 
unaware that the federate is not local.  The Web Enabled RTI is an excellent example of the 
application of web technologies to the problem of making modeling and simulation capabilities 
available in a network centric environment, supporting the operational warfighter with network 
centric modeling and simulation tools. 

1 Introduction 
The EXtensible Modeling and Simulation Framework (XMSF) [1] provides a framework which 
allows both Department of Defense (DoD) and non-DoD Modeling and Simulation (M&S) projects 
to take advantage of Web-based technologies. Such a framework aids M&S applications to 
interoperate, as well as enables M&S development. In the report “Extensible Modeling and 
Simulation Framework (XMSF): Challenges for Web-Based Modeling and Simulation,” a number 
of suggestions were put forth to address the requirements of developing a web-enabled collection of 
simulations. 

In this paper we describe the web technology standards, data standards, and process used to produce 
the Web Enabled RTI, and our successes with employing it in federations.  We also describe our 
ongoing efforts to add security mechanisms to the Web Enabled RTI.  Security mechanisms were 
not an original feature of the HLA, although significant analysis of the problem was performed.  
Our current work with the Web Enabled RTI includes the addition of identification and 
authentication mechanisms based on web standard technology.  Integration of these mechanisms  



will allow users to connect to unclassified federations over the Internet via a web browser or 
lightweight client. 

The remainder of the paper is organized as follows.  Section 2 provides some background on XMSF 
as a whole.  A description of the Web Enabled RTI (WE RTI) is provided in section 3.  Section 
4describes the application of the WE RTI to the development of a lightweight C2 viewer. Future 
work is outlined in section 5. 

2 XMSF Background 
XMSF1 is defined as a modeling-&-simulation-tailored set of self-consistent standards, processes 
and practices employing a set of web-based technologies and services to enable a new generation of 
internet-distributed applications to emerge, develop and interoperate. 

The precepts of XMSF are: 

• Web-based technologies applied within an extensible framework will enable a new 
generation of modeling & simulation (M&S) applications to emerge, develop and 
interoperate. 

• Support for operational tactical systems is a missing but essential requirement for such M&S 
applications frameworks. 

• An extensible framework employing Extensible Markup Language (XML)-based languages 
can provide a bridge between forthcoming M&S requirements and open/commercial web 
standards, while continuing to support existing M&S technologies. 

• Compatible and complementary technical approaches are now possible for model definition, 
simulation execution, network-based education and training, network scalability, and 2D/3D 
graphics presentations. 

• Web approaches for technology, software tools, content production and broad use provides 
best business cases from an enterprise-wide (i.e. world wide) perspective. 

Because XMSF is a framework rather than an architecture, it will be comprised of profiles rather 
than specifications, where a profile is defined as: 

                                                 
1 This work was funded by DMSO under GSA contract GS-35F-4461G delivery order 
T0902BH0769. 



• A tailoring of the set of selected standards (e.g. tailoring of network protocol standards) 

• Data and metadata standards 

• Recommendations and guidelines for implementation (e.g. composability guidelines, 
recommended technologies, technology application guidelines, and recommended hardware 
configuration) 

Our first exemplar employs the Simple Object Access Protocol (SOAP) [2] and the Blocks 
Extensible Exchange Protocol (BEEP) [3] protocol standards, a remapping of the HLA RTI API 
calls to XML (potentially a data standard), and a process implementation that is consistent with the 
DMSO/SAIC RTI. 

3 The Web Enabled RTI 
The goal of the WE RTI is to enable a simulation to communicate with an HLA RTI [4] through 
web-based services. The long-term goal is to be able to have multiple federates2 that are able to 
reside as web services on a Wide Area Network (WAN), permitting an end-user to compose a 
federation3 from a browser. To be able to meet this long-term goal, the supporting federates will 
need to be configurable, instantiated, and monitored by the end-user. This will require capabilities 
that go outside the normal operation of an RTI, and will require an additional web service layer that 
controls these administrative activities. 

Initially we built a prototype HLA federation using XMSF compliant Web Services, in this case 
SOAP and BEEP, for communication between two HLA-compliant federates.  We created SOAP-
formatted RTI interfaces employing the BEEP communication layer.  These RTI interfaces are 
consistent with the Java bindings for the DMSO/SAIC RTI. BEEP allows bi-directional calls 
through the interface, enabling Federate Ambassador call backs. By relinking one federate with 
these interfaces, we have taken the initial steps to making this federate callable as a Web Service. 
This approach also enables encapsulation of non-reentrant RTI libraries, permitting multiple 
instances of federates as Web Services. 

3.1 Applying SOAP and BEEP 
SOAP is an XML-based protocol for exchanging structured data and remote procedure calls.  SOAP 
provides a framework describing the content and processing directives for a message, a set of 
conventions for making remote procedure calls and encoding their responses, and an extensible 
encoding scheme that allows for the encoding of user-defined data types.  A typical SOAP message 
consists of an Envelope, which encapsulates a single SOAP packet, an optional Head, which 
contains processing and routing instructions, and a Body, which contains the actual message 
content.  The advantages of using SOAP as our protocol for remote procedure invocation are many.  
First, it is a truly cross-platform and cross-language solution.  By using SOAP we have not tied any 
                                                 
2 A federate is a member of a HLA federation.  All applications participating in a federation are 
called federates.  In reality, this may include federate managers, data collectors, live entity 
surrogates simulations, or passive viewers. [5] 
3 A federation is a named set of interacting federates, a common federation object model, and 
supporting RTI, that are used as a whole to achieve some specific objective. [5] 



component to a particular operating system or programming language.  Second, it is a human 
readable data format, making development and debugging simpler.  Finally, it allows us to set and 
release a standard XML schema for the HLA mapping so that third parties can develop fully 
compatible libraries. 

BEEP is an application layer protocol for designing other application layer protocols.  The BEEP 
core libraries provide a mapping of the basic packet structure onto TCP, a set of security protocols 
such as Simple Authentication and Security Layer (SASL) and Transport Layer Security (TLS), and 
an extensible architecture for defining their own protocol on top of BEEP.  The communication 
pattern is simple and lightweight.  A client connects to a server process and requests one or more 
Profiles, where a Profile is a user-defined application protocol.  If the server recognizes at least one 
of the Profiles, a Session, roughly equivalent to a connection, is instantiated.  Each Session can then 
support multiple Channels, where a Channel encapsulates all communications for a given Profile.  
Using this model we were able to separate RTIAmbassador calls from FederateAmbassador 
callbacks by assigning each a separate Profile for which we opened a separate Channel.  Figure 3-1 
illustrates the architecture of our exemplar. 

 

Figure 3-1.  Web-Enabled RTI Architecture 

The process model for one possible federation using the WE RTI is as follows: 

1. The user initiates the server side federate 

a. The server side federate starts the Federation 

2. The user initiates the client side federate 

a. The client side federate spawns an RTI Ambassador Stub 

b. The RTI Ambassador Stub spawns a Federate Ambassador 

c. The Federate Ambassador spawns a Federate Ambassador Stub 



d. The stubs makes remote SOAP calls to initialize the remote RTI and Federate 
Ambassadors 

3. The client side federate RTI calls go through the RTI Ambassador Stub, out to remote RTI 
Ambassador via SOAP, which passes the calls to the RTI 

4. Communications from the RTI pass to the Remote Federate Ambassador, to the Federate 
Ambassador Stub via SOAP, and pass to the client side federate. 

3.2 What’s Important About This Exemplar 
The Web Enabled RTI has already been applied in three federations: 

• The Defense Threat Reduction Agency’s (DTRA) existing Weapons of Mass Destruction 
Operational Analysis federation 

• An integrated HLA-Advanced Distributed Learning (ADL) circuit design training application 

• The XMSF Distributed Continuous Experimentation Environment (DCEE) Viewer that 
participated in JFCOM J9’s initial DCEE integration event 

As has been demonstrated in the past, all of these federations can be run on a LAN.  However, the 
implications of running federations via web services are enormous.  A legacy simulation may be 
made available without moving its dedicated hardware or trying to create a new installation on 
potentially rare hardware4, both very expensive propositions.  The simulation can stay home based 
with its technical support and configuration management.  There’s no switching between supporting 
different federations at different times.  The positive impact on lifecycle costs and availability can 
be significant. 

This exemplar demonstrates that we are capable of implementing bi-directional communication 
initiation over the Web using SOAP and BEEP.  This approach is superior to http’s uni-directional 
initiation that makes it unsuitable for supporting simulation communication patterns.  This 
technology enables existing HLA compliant federates to be integrated easily over the Internet, 
including through most firewalls with minimal reconfiguration!  The concept of placing the 
simulation in the DMZ5 also aids in making it a web service.  Furthermore, it demonstrates web 
service wrapping of existing architectures, which means that this same approach can also be applied 
to DIS, ALSP, etc. 

4 The XMSF DCEE Viewer 
The Distributed Continuous Experimentation Environment (DCEE), managed by the J9, U.S. Joint 
Forces Command (JFCOM), has established a framework of common terminology for the 
information to be exchanged between components using an enhancement of the Real-time Platform 
Reference (RPR) Federation Object Model (FOM). Although the DCEE actually uses HLA as the 

                                                 
4 Consider just the cost of moving hardware and people to support Millennium Challenge 02. 
5 The demilitarized zone (DMZ) of a network is one of the connections to a corporate firewall.  
Computers with controlled external access that will be connected to the Internet, e.g. web servers, 
are typically placed in the DMZ. 



technical backbone, the concept is open for extensions to emerging solutions.  Use of XML, 
standardized tag-sets, web services, and web technology is part of the general concept of DCEE. 

The XMSF Partners have successfully demonstrated the benefits of XMSF in the DCEE with the 
XMSF DCEE Viewer (XDV)6.  XDV is a web-based, low-cost viewer for DCEE based events. Our 
concept for XDV is simple:  every eligible stakeholder interested in observing execution of the 
ongoing experiment can log into the federation and use the viewer software to follow the actual 
experiment.  The necessary software was installed on COTS PCs connected via Internet protocols, 
allowing eligible stakeholders to follow the experiment from wherever they were located.  XDV 
was demonstrated both within the DCEE, and between the DCEE and the Virginia Modeling, 
Analysis & Simulation Center (VMASC) Battle Lab. 

4.1 Objectives 
The concept for a web-based, low-cost viewer is simple:  every eligible stakeholder interested in 
observing execution of the ongoing experiment can log into the federation and use the viewer 
software to follow the actual experiment. The necessary software must execute on a COTS PC over 
the Internet, Defense Research Engineering Network, or classified DoD SIPRNET. 

The task is similar to creating the Common Relevant Operational Picture (CROP) during a joint 
operation, in which the various information pieces of the C4I systems of the services have to be 
unified.  However, there are two key differences between the challenges in creating a CROP and in 
displaying the experiment during execution: 

 There is no need for data fusion in experiment monitors.  Other than in the C4I domain, the data 
from the participating simulations are “ground truth” data, and variances are caused by 
aggregation/disaggregation procedures or variances within the resolution of the models, i.e., 
variations are reproducible and of interest to those monitoring the experiment. 

 Dynamic aspects are more important in experiment monitoring than in the CROP. 

The XMSF team successfully demonstrated that, via rapid prototype development, it was possible 
under XMSF to develop the viewer in a two-month period. The viewer supports both 2D unit level 
and 3D unit level views. The XDV has the following properties: 

 The XDV is unclassified Internet/web protocol-based software, although it may be used to view 
classified data. 

 An eligible stakeholder can download the software to his COTS PC or COE compliant system 
and execute it after installation. 

 The XDV can display all information exchanged within the DCEE, i.e., all information elements 
comprised in the enhanced Millennium Challenge 02 FOM are mapped to at least one element 
of the XDV Graphical User Interface (GUI). 

 The XDV is individually configurable, i.e., the user can decide what predefined entities to view. 

                                                 
6 This work was performed in conjunction with Old Dominion University, Naval Postgraduate 
School and General Dynamics Information Systems under contract N00140-01-C-H001, ERS0206. 



 Because the XDV is a passive subscriber, its execution does not impact the overall execution of 
the experiment. 

The time delay between the occurrence of an event in the experimentation and its display on the 
XDV used by the stakeholder was demonstrated to be sufficiently small as to be negligible for 
human users. 

4.2 Design and Architecture 
Figure 4-1 illustrates the logical architecture of the XDV. 

R T I 1 .3  N G  6 .4 .1

J C A T S

W e b
S e rv ic es

R T I
(S e rve r)

J S A F O th e rs

W e b
S e rv ic es

R T I
(C lie n t)

U n it b a s e d
V iew e r

E n tity  b a s e d
V iew e r

W e b
S e rv ic es

R T I
(C lie n t)

L o g ica l A rch itec tu re

C a n  be  ru nn in g  a t 
e ith e r J9  o r V M A S C

 

Figure 4-1.  XDV Logical Architecture 

Figure 4-2 illustrates the physical software architectures in which the XDV was tested.  Note that 
the XDV was tested in all four permutations of installation of the viewer and server in the DCEE 
and in the VMASC Battle Lab. 
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Figure 4-2.  XDV Deployment Architecture 

Although the viewer was designed to support only 500 entities, it was able to participate in a 
federation run at VMASC with 800 entities, and another federation run at DCEE with over 19,000 
entities. 

5 Future Work 
The XDV team is now extending these concepts to a viewer/controller called Extensible Command 
and Control Interface (XC2I).  Not only will users be able to view the battlespace, but they will also 
be able to exercise limited control over entities modeled by the Joint Semi-Automated Forces 
(JSAF) simulation. 

XC2I will also represent the first time we have integrated security mechanisms into an XMSF 
environment. The security solution we are building will not be used for classified data unless it is 
within an outer "system-high" network.  Rather, it will be used to protect sensitive-but-unclassified 
data and also to partition the users administratively.  Because the user’s right to view certain data 
will be based on his/her role, interest management (IM) [6] will be integrated with access control. 
 We will build an authentication server that takes a user name and password and returns a token 
identifying the user’s role and privileges.  The first time the viewer connects to the web server, it 
will return a list in XML of the IM scope rules available.  These rules will be derived from the 
intersection of the entities available in the federation and the user’s access privileges.  Figure 5-1 
illustrates the preliminary architecture for XC2I. 

 



 

Figure 5-1.  XC2I Architecture 

XC2I is initially intended to support JFCOM J9’s Joint Urban Operations (JUO) experiments.  
However, the team’s goal is to use technologies and standards that will enable it to be applied more 
broadly as a general purpose C2 viewer/controller.  For example, control messages to JSAF will be 
formatted in Command and Control Information Exchange Data Model (C2IEDM) [7], the data 
model used by the NATO Data Administration Group (NDAG) for data administration of NATO 
C2I and by the NATO Multilateral Interoperability Program (MIP) for information exchange 
between real C4I systems. 
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XMSF Overview

The Extensible Modeling and Simulation Framework (XMSF) is defined as a set of 
Web-based technologies and services, applied within an extensible framework, 
that enables a new generation of modeling & simulation (M&S) applications to 
emerge, develop and interoperate.

The specification of XMSF will be in the form of a collection of profiles detailing 
how to interoperate with XMSF compliant systems.  These profiles will enable 
inter- and intra-domain interoperability.  At a macro level, a profile will consist of:

• Applicable web technologies and protocol standards

• Applicable data and metadata standards

• Recommendations and guidelines for implementation
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XMSF Motivation

Transformational technologies are needed to scale up defense 
modeling/simulation to meet real-world needs

Web technologies provide a common framework:
• Dynamic capabilities, open standards, Web business model provide lift to 

support government and commercial success

• Easy use and open extensibility for developers and users, fueling rapid 
growth of interoperable simulations

• Bring defense modeling/simulation/tactical support into mainstream of 
enterprise-wide best-business practices 
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“M&S is the next killer app for the Web.”
Dr. Anita Jones, XMSF Strategic Opportunities Symposium, 6 September 2002

XMSF Precepts

Web-based technologies applied within an extensible framework will enable a new generation of 
modeling & simulation (M&S) applications to emerge, develop and interoperate.

Support for operational tactical systems is a missing but essential requirement for such M&S 
applications frameworks.

An extensible framework employing Extensible Markup Language (XML)-based languages can 
provide a bridge between forthcoming M&S requirements and open/commercial web standards, while 
continuing to support existing M&S technologies.

Compatible and complementary technical approaches are now possible for model definition, 
simulation execution, network-based education and training, network scalability, and 2D/3D graphics 
presentations.

Web approaches for technology, software tools, content production and broad use provides best 
business cases from an enterprise-wide (i.e. world wide) perspective.
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Web Enabled RTI Goals & Accomplishments

The High Level Architecture (HLA) is the DoD standard for interoperability of 
models and simulations

• A Run Time Infrastructure (RTI) is an implementation of the distributed services oriented 
architecture required to support the interaction of HLA-compliant simulations (federates)

• The HLA was specified and the extant RTIs built prior to the advent of web services

Our goal was to build HLA federations using XMSF compliant Web Services for 
communication between federates in a federation over a WAN without dedicated 
network links

• Effectively making a federate or federation callable as a Web Service

Using SOAP formatted RTI calls employing a BEEP communication layer, we 
created HLA compliant interface libraries that were used to web enable several 
federations

• HPAC and ITEM in DTRA’s WMDOA federation

• Circuit simulator in HLA-ADL demo

• XDV in DCEE for JFCOM J9
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Why is This Important?

Implements bi-directional communication initiation over the Web
• Superior to http with its uni-directional initiation

• http unsuitable for supporting simulation communication patterns

Enables existing HLA compliant federates to be integrated easily over the 
Internet

• Including through most firewalls with minimal reconfiguration!

Demonstrates Web Service wrapping of existing architectures
• Approach can also be applied to DIS, ALSP, etc.

Makes existing federates and federations accessible as services as network 
centric services

• Analysis and decision support aids

• Training

• Testing
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Server Platform

WE RTI Communication Architecture

Client Platform

Web-Enabled
Client Federate

RTI & Federate 
Ambassador Stubs

RTI API

RTI

SOAP Services
Federate

(or Federation)
SOAP/BEEP

Communications
over “Internet”BEEP 

Communications

Remote RTI  &
Federate
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RTI API

SOAP Services

BEEP 
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WE RTI Communication Process Model

1. The user initiates the server side federate
a. The server side federate starts the Federation

2. The user initiates the client side federate
a. The client side federate spawns an RTI Ambassador Stub
b. The RTI Ambassador Stub spawns a Federate Ambassador
c. The Federate Ambassador spawns a Federate Ambassador 
Stub
d. The stubs makes remote SOAP calls to initialize the remote 
RTI and Federate Ambassadors

3. The client side federate RTI calls go through the RTI Ambassador 
Stub, out to remote RTI Ambassador via SOAP, which passes the 
calls to the RTI

4. Communications from the RTI pass to the Remote Federate 
Ambassador, to the Federate Ambassador Stub via SOAP, and pass 
to the client side federate.
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Example SOAP Data Exchange

Request to getAttributeHandle
<?xml version="1.0" encoding="UTF-8"?>

<soap-env:Envelope xmlns:soap-
env="http://schemas.xmlsoap.org/soap/envelope/">

<soap-env:Header/>

<soap-env:Body>

<getAttributeHandle>

<whichClass>15</whichClass>

<theName>testClass</theName>

</getAttributeHandle>

</soap-env:Body>

</soap-env:Envelope>

Response
<?xml version="1.0" encoding="UTF-8"?>

<soap-env:Envelope xmlns:soap-
env="http://schemas.xmlsoap.org/soap/envel
ope/">

<soap-env:Header/>

<soap-env:Body>

<result_getAttributeHandle value="42"/>

</soap-env:Body>

</soap-env:Envelope>
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WE RTI in WMDOA

Weapons of Mass Destruction Operational Analysis Federation
• Developed for Defense Threat Reduction Agency (DTRA)

Provides an analyst with the capability to model the effects of nuclear, 
biological, and chemical weapons and facilities within a joint force 
campaign

Includes combat model and WMD model
• Integrated Theater Level Model (ITEM)

– Interactive, animated computer simulation of military operations in theater-level 
campaigns

– Provides fully integrated air, land, and naval (including amphibious) warfare modules

• Hazard Prediction and Assessment Capability (HPAC)
– Capability for modeling various aspects of release of nuclear, biological, and chemical 

(NBC) materials
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ITEM and HPAC Integrated Display
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XMSF DCEE Viewer (XDV)

The XDV is unclassified Internet/web protocol-based software
• Although it may be used to view classified data

Eligible stakeholder downloads software to a COTS PC or COE 
compliant system and executes it after installation

The XDV can display all information exchanged within the DCEE
• All information elements in the DCEE FOM are mapped to at least one 

element of the XDV GUI

• Because the XDV is a passive subscriber, its execution does not slow down 
the execution of the experiment
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RTI 1.3 NG 6.4.1
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XDV Similarity to the CROP

Like the CROP, various information pieces of the C4I systems of 
the services have to be unified.

However, there are two key differences between the challenges in
creating a CROP and in displaying the experiment during 
execution:

• There is no need for data fusion in experiment monitors.  Other than in the 
C4I domain, the data from the participating simulations are “ground truth” 
data, and variances are caused by aggregation/disaggregation procedures 
or variances within the resolution of the models, i.e., variations are 
reproducible and of interest to those monitoring the experiment.

• Dynamic aspects are more important in experiment monitoring than in the 
CROP.
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Future Work

Extend these concepts to a viewer/controller called the 
Experimental Command & Control Interface (XC2I)

• Support JFCOM J9’s Joint Urban Operations experiments

Integrate access control mechanisms supported by standard web 
security mechanisms

Investigate making the IEEE 1516 HLA specifications more suitable 
for implementation as web services for further extension of its 
application in a network centric environment


